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Abstract 
 
Mobile ad-hoc networks (MANET) allow mobile devices to communicate with each other, affording 
common requirements like collision avoidance and distributed data acquisition. The key features of 
these non-trivial network designs are decentralization and forward routing. Mobile Wireless Sensor 
Networks (MWSN), are a subset of MANETs and was the focus of this project. A scenario involving an 
industrial warehouse with mobile robots collecting sensor data was implemented in ns-3. Four different 
routing protocols: AODV, OLSR, DSR, and DSDV were compared. When varying parameters such as the 
number of nodes, transmission power, and physical area it was discovered that DSDV performed the 
worst, while AODV and OLSR routing protocols were best suited for this scenario. 
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1.0 Introduction 

 
An ad hoc network is a decentralized type of network that allows peer-to-peer connections between 
end devices. Generally, these types of networks are wireless in nature and don’t rely on infrastructure 
such as routers and gateways to establish connections between nodes. Wireless ad hoc networks are 
primarily categorized into three types: Mobile Ad hoc Networks (MANETs), Mobile Wireless Sensor 
Networks (MWSNs) and Wireless Mesh Networks. MANETs can be characterized by multi-hop wireless 
connectivity and dynamic network topologies [1]. There are many applications for these types of 
networks. These could include military applications such as using sensors to monitor a confined area for 
enemy intrusion. Other examples could include industrial environments where MANETs could be used 
to monitor the health of machinery as well as autonomous mobile systems such as drone clustering and 
self-driving cars. Figure 1 illustrates an example scenario for a military type of application: 

 

 
Figure 1 - Military Application Example 

MANETs contain nodes that both send and receive packets while operating with limited power and 
processing capabilities. For this reason, routing protocols need to be performance oriented while also 
being efficient. These protocols will be discussed in a later section of this report. 
 
MWSNs are considered a subset of MANETs in that they are also operating under tight power 
requirements. They usually consist of a microcontroller and various sensors for detecting light, pressure, 
and more [2]. One of the main differences between MWSNs and MANETs are that there is a sink node 
known as a “base station”. This base-station collects data from all the other sensor nodes in the network 
and is responsible for processing the data. A typical topology of a MWSN can be represented in the form 
of an undirected graph that is not fully connected and can be seen below in Figure 2.  
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Figure 2 - Example MWSN Topology 

The red node seen in Figure 2 represents a base-station that collects data from the white sensor nodes.  
Our project will focus on MWSNs and how they perform in different scenarios under varying 
parameters.  

 

1.1 Related Work 

 
In V. Jayalakshmi and T. Razak’s study on issues and challenges in mobile ad hoc networks, they outline 
the various routing protocols and several challenges and issues of ad hoc networking [1]. Proactive 
routing protocols attempt to maintain consistent and up-to-date routing information from each node to 
every other node in the network. Example protocols of this include “Destination-Sequence Distance 
Vector (DSDV) and “Optimized Link State Routing” (OLSR). Reactive routing protocols establish routes 
only when needed and do so by flooding a network with a route request packet (RREQ). Some reactive 
routing protocols include “Ad hoc On-Demand Distance Vector (AODV) and “Dynamic Source Routing” 
(DSR). Hybrid routing protocols attempt to combine the best features of proactive and reactive 
algorithms by dividing network into zones. Some well known hybrid routing protocols include “Zone-
Based Routing Protocol” (ZRP) and “Sharp Hybrid Adaptive Routing Protocol” (SHARP). Some issues of 
mobile ad hoc networks (MANET) include multicasting, multiple routes, distributed operation, physical 
security, and unidirectional, and limited power. This paper established a basis for the protocols we will 
be looking at in our MWSN simulation. 
 
 In “Performance Analysis of Routing Protocols for Wireless Ad-Hoc Networks”, L. Trajković and S. Lally 
explore different routing protocols used in an ad-hoc network for Transmission Control Protocol (TCP) 
and User Datagram Protocol (UDP) traffic [3].  Ad-hoc networks are decentralized networks where hosts 
can establish connections to each other, without base stations (BS) or an access point (AP). The paper 
focuses on MANETs for simulation environments as they are more flexible. Due to the self-configuring 
nature of the network and growth of mobile hosts such as smartphones and laptops, MANETs have been 
a popular research topic for the past decade. The paper describes three different ad-hoc routing 
protocols used for OPNET simulations: Ad-Hoc On-Demand Distance Vector (AODV), Dynamic Source 
Routing (DSR) and Optimized Link State Routing (OLSR). Moreover, the authors extensively describe 
performances of parameters such as “route discovery time, end-to-end delay, download response time, 
and routing traffic overhead” for each routing protocol simulation. 
 
In A. Winfield’s conference paper “Distributed Sensing and Data Collection Via Broken Ad Hoc Wireless 
Connected Networks of Mobile Robots”, he discusses a scenario in which several mobile robots are 
required to disperse in a bounded region to take sensor readings and communicate back to a single 
collection point [4]. A characteristic of ad hoc networks is that it is virtually impossible for each node to 
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know the entire network topology, which means traditional wide area network routing protocols can’t 
be used. In this paper, the proposed high-level algorithm is as follows: 
 

• At a certain time interval, every robot samples new sensory data 

• Every robot then broadcasts its data to each of its neighbours 

• In turn each neighbour broadcasts any received data and its own data to its neighbours where 
it’s then stored in a buffer 

• Each time a robot detects a new robot has come within its wireless range, then all data within its 
buffer is broadcast to the new neighbour and to its neighbours, and vice versa 

• Each robot’s data is marked with that robot’s ID (IP address) and when robot 0 (edge of network 
connected to base station) has received data from every robot, then data collection for that 
time period is complete 

 
We found the overall scenario to be inspirational for our own, however, we did not use the proposed 
algorithm in this paper. 
 
In “Mobile Wireless Sensor Networks” written by Dr. V Ramasamy elaborates on phenomena that 
energy efficient MWSNs design applications can bring about [2]. Dr. Ramasamy starts off with the 
hurdles that current MWSNs face such as hardware limitations and harsh environments. To overcome 
and remedy these issues, he suggests that a hybrid network topology is the ideal model for a large-scale 
mobile sensor network. He pinpoints the reason of why mobility models need to be considered for real 
world applications. Every living organism is not stationary. As they are moving, observation and analysis 
of mobility is so crucial in real world. Ramasamy concludes his paper with real-life design challenges 
such as hardware architecture, algorithms and routing protocols to account for natural characteristics of 
mobility nodes: randomness.   
 
 

2.0 Environment 
 
The chosen operating system for this project is Ubuntu and the network simulation tool used is ns-3. We 
used ns-3 to simulate Mobile Wireless Sensor Networks (MWSNs) as they support various network 
protocols such as AODV, DSVD, DSR, and OLSR. We chose ns-3 for our main simulation tool as it is free 
(for education version) and provides more flexibility than some other tools available. We also utilized 
the Python scripting language as well as a numerical library called “numpy”. 
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3.0 Routing Protocols for Simulation 
 
A routing protocol is a set of rules (standards) that determine paths from source to destination for 
packet transmission. Ad hoc routing protocols are mainly categorized into three groups: table driven, 
on-demand driven, and hybrid protocols. Table driven, also known as proactive, protocols periodically 
update routing tables for each node during packet transmission [3]. The benefit of proactive protocols is 
that the protocols allow every node to maintain up to date routing tables and topology information. 
However, one drawback is that unnecessary data is used to maintain routing tables for idle nodes. On-
demand driven, also known as reactive, protocols determine a packet route on demand by flooding the 
network. In contrast to proactive protocols, nodes using reactive protocol only initiate a route discovery 
process when required. Establishing path connection on demand can result in low overhead, but high 
latency. Hybrid protocols are the combinations of both table-driven and on-demand protocols. Figure 2 
shows ad-hoc routing protocols categorized into the three groups. We used Ad-hoc On-Demand 
Distance Vector (AODV), Destination Sequence Distance Vector (DSDV), Dynamic Source Routing (DSR) 
and Optimized Link State Routing (OLSR) for our simulation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 2 – Ad-hoc Routing Protocol [6] 

 

 

3.1 Ad-hoc On-Demand Distance Vector (AODV) 
 
AODV is a reactive protocol that establishes routes on demand between nodes. The protocol prevents 
“Counting to infinity” problem where nodes get updated in a loop [3]. Furthermore, each router has a 
certain lifetime where connections get discarded once a route expires [7].  There are four basic message 
types for AODV: Route Request Packet (RREQ), Route Reply (RREP), Route Error (RERR) and HELLO. RREQ 
is the request message carried by a previous node to form a route to next node. During the route 
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discovery process, a source triggers an RREQ message to its neighbors to validate the route for packet 
transmission to destination. Then, RREP from nodes gets unicasted back to original node that generated 
RREQ. During the course of packet transmission, if an error is detected, RERR message discards the 
route. Lastly, HELLO message ensures all neighboring nodes to update latest route in case there is a new 
change in route. Hence, AODV is optimal when there are moving nodes in a network. 
 

Table 1 - AODV Advantages and Disadvantages 

Advantage Disadvantage 

Unicast and multicast transmission High processing demand 

Flexible with node movements Transmission delay due to expired route 

Smaller bandwidth for path advertisements Lengthy time to build routing table 

 

 

3.2 Destination Sequence Distance Vector (DSDV) 
 
DSDV is the enhanced version of the Bellman-Ford algorithm. It solves the generic problem, count to 
infinity, that Bellman-Ford algorithm has, ensuring loop-free paths. Each node maintains one routing 
table for route discovery. The routing protocol employs two update mechanisms to update routing 
tables for each node for packet transmission: periodic update and trigger update [8]. For periodic 
update, routing tables in each node get updated periodically at certain time interval, while trigger 
update broadcasts an update when there is a change in routing table. As updates need to be propagated 
to each node within the network, the routing protocol is suitable when there are a small number of 
nodes. 
 

Table 2 - DSDV Advantages vs Disadvantages 

 

 

3.3 Dynamic Source Routing (DSR) 
 
DSR utilizes source routing to transmit packets, rather than using routing tables [9]. Each routed packet 
knows a pre-defined path that it needs to traverse. As the path is determined from the source node, all 
intermediate nodes do not need to have the latest updates to their routing table. DSR is mainly 
comprised of two phases when delivering packets from source to destination: route discovery and route 
maintenance [3]. During the discovery phase, the source determines the most efficient and feasible 
route by broadcasting a Route Request Packet (RREQ). Once source routing is established and the packet 
successfully arrives to its destination, it sends a Route Reply (RREP) to the source. Maintenance phase is 

Advantage Disadvantage 

Guaranteed loop-free path Excessive delay as nodes increase 

Short path set-up process time Large power consumption due to frequent routing 
table updates 

Optimal for network with few nodes 
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initiated when Route Error (RERR) is triggered to inform source about broken route during packet 
transmission. 
  

Table 3 - DSR Advantages and Disadvantages 

Advantage Disadvantage 

Self-organizing without network infrastructure Poor performance when node movements 
increase 

No need for up-to-date routing information Not scalable 

 

 

3.4 Optimized Link State Routing (OLSR) 
 
OLSR is a table-driven routing protocol that exchanges link state information between nodes. The 
protocol uses “hello” and topology control messages to broadcast state changes to all nodes in the 
network [10]. Since every node needs to receive a link state update periodically, topology can suffer 
from tremendous overhead. Yet, a large amount of overhead can be reduced by using Multi Point Relay 
(MPR) to relay routing messages. 
 

Table 4  - OLSR Advantages and Disadvantages 

 

 

 
 

 

 

 

 

 

 

 

 

 

Advantage Disadvantage 

Use hello and topology control messages Overhead increases when nodes increase 

Reduce control traffic overhead Long time to find broken link 

Small end-to-end delay Large processing power to find alternate 
transmission path 
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4.0 Scenario 
 
The simulation scenario is an industrial warehouse with many worker robots that will be taking sensor 
reading and reporting back to a base station. These robots are mobile with a total of N number of 
mobile robots. An M number of data-generating robots and N-M non data-generating robots. The robots 
not generating data will be used solely for packet routing. All the worker robots are constrained to move 
within a physical area represented as the warehouse. The mobility of these robots is random their speed 
is constant. In this scenario, the data-generating nodes will be constantly sending packets to the base 
station at a specific transmission rate. The routing algorithms used in this simulation are AODV, DSVD, 
DSR, and OLSR as described in the previous section. Figure 3 illustrates this scenario. 
 

 
Figure 3 - Industrial Warehouse with Worker Robots 

The goal of this scenario is to observe the throughput of the network for each different routing protocol 
while varying parameters. The parameters varied will be covered in the next section. 
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5.0 Implementation 
 
This section will describe all the details required to implement the scenario listed above. Included in this 
section is a description of the network simulation code as well as the wrapper script developed in 
Python. 

 

5.1 ns-3 Simulation 
 
To develop this simulation, we adapted an open-source ns-3 example written by Justin Rohrer. We 
modified this code to add a single base station node for collecting data as well as adjusting the number 
of sources sending data. We added command line arguments to modify the physical area, node 
transmission power, traffic rate, the number of nodes in the scenario, and the routing protocol to be 
used. The total simulated network time is 150 seconds for each individual simulation. The list of all 
simulation parameters that have been held constant can be seen in Table 5. The simulation code can be 
seen in Appendix A. 

Table 5 - Constant Simulation Parameters 

Simulation Time 150 s 

Data Generating Robots 10 

Traffic Type UDP 

Node Movement Speed 20 m/s 

WiFi Protocol 802.11b 

Propagation Delay Model Constant 

Propagation Loss Model FriisPropagationLossModel 

 
The simulation generates an output CSV file where each row contains the simulation second, number of 
packets received during that second, and the receive rate at the base station node. This CSV file will be 
used by the Python script for extra processing which will be covered in a later section. 

 

5.2 Parameters of Interest 
 
The parameters that were varied during simulation include the physical area of the warehouse, the 
number of mobile nodes in the warehouse, the transmission power of each node, and the traffic sending 
rate of each node. For each simulation, one of the parameters would be changed and the others held to 
their default value. The default values of each parameter can be seen in Table 6. 

 

Table 6 - Default Value of Parameters 

Physical Area (m2) 300 x 1500  

Number of Nodes 50 

Transmission Power (dBm) 7.5  

Traffic Sending Rate (bps) 2048  

 
The range of values for each parameter of interested are listed in Table 7. 
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Table 7 - List of Parameter Values 

Physical Area (m2) 100x100, 300x300, 500x500, 700x700, 900x900, 
1100x1100, 1300x1300, 1500x1500, 1700x1700, 
1900x1900, 2100x2100, 2300x2300, 2500x2500  

Number of Nodes 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80 

Transmission Power (dBm) 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30 

Traffic Sending Rate (bps) 100, 500, 1000, 1500, 2000, 2500, 3000, 3500, 
4000, 4500, 5000 

Routing Protocol OLSR, AODV, DSDV, DSR 

 

5.3 Python Script 
 
To compare the different algorithms average throughput, we developed a wrapper script that could run 
each simulation with a specific set of parameters. The script has five main components: 
 

• Comparison of routing protocols when varying the physical area 

• Comparison of routing protocols when varying the number of nodes  

• Comparison of routing protocols when varying the transmission power  

• Comparison of routing protocols when varying the traffic sending rate  

• Comparison of routing protocols when varying the physical area with a low transmission power 

 
Each comparison will call the ns-3 simulation code and pass the varied parameter along with the other 
default parameters listed in Table 5. It will run this exact simulation four times using each of the routing 
protocols. After each simulation, the generated the output CSV file was used to compute the average 
throughput with the “numpy” Python module. The full script is listed in Appendix B and a general 
process flow for the full system can be seen below in Figure 4. 

 

 
Figure 4 - System Overview 
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6.0 Results 
 
In this section, we will showcase the results for five different comparisons as described in the above 
section. Each will show the average throughput versus the four parameters listed in Table 6. The relative 
performance of each routing protocol will be illustrated and discussed. 

 

6.1 Physical Area Comparison 
 

 
Figure 5 - Area vs Throughput 

As you can see in Figure 5, the network throughput is decreasing as the physical area of the warehouse 
increases. This is expected as the transmission power has been held constant at 7.5 dBm. All protocols 
perform quite similar in this scenario, however, DSDV seems to have the lowest throughput for any 
given area. DSR and AODV are performing marginally better than OLSR.  

 

6.2 Number of Nodes Comparison 
 

 
Figure 6 - Number of Nodes vs Throughput 

The number of nodes does not seem to have a direct relationship with the network throughput in this 
scenario. As you can see in Figure 6, there seem to be local minima and maxima in each of the routing 
protocols. This is something that can be taken into consideration by a system designer. There seems to 
be a necessary balance between node density and overhead. 
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6.3 Transmission Power Comparison 
 

 
Figure 7 - Transmission Power vs Throughput 

The transmission power clearly has a direct effect on the network throughput as should be expected. 
With the area being held constant, increasing the transmission power results in an increase in network 
throughput. However, this increase does saturate to a certain point around 40 packets/second. DSR 
reaches this saturation point faster than all other algorithms and DSDV once again takes the longest. 

 

6.4 Traffic Generation Comparison 
 

 
Figure 8 - Traffic vs Throughput 

As you can see above, an increase in the source data rate results in an increase in throughput for all 
routing protocols. AODV and OLSR seem to adapt to high traffic situations much better than DSDV and 
DSR. DSDV and DSR seem to level off around 30 and 35, respectively. Further simulations with sending 
rate higher than 5000 bps could possibly let us see a similar saturation in AODV and OLSR. 
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6.5 Area with Half Transmission Power Comparison 
 

 
Figure 9 - Area and Half Transmission Power vs Throughput 

As you can see in this comparison, the physical area is increasing, but instead of using the default 
transmission power, it is instead half the default transmission power. A similar result to Figure 5 is seen, 
however the throughput decreases faster. This is expected with lower transmission power. Once again, 
all algorithms perform similarly except for DSDV which performs the worst out of the four. 
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7.0 Conclusion  
 
The overall performance of AODV, OLSR, DSDV, and DSR routing protocols perform quite similar in this 
MWSN network. What can be seen from the results is that DSDV had the overall worst performance. 
This is quite noticeable in the high traffic and high number of node conditions pictured in Figure 8 and 
Figure 6. In contrast, AODV and OLSR excelled in these high traffic and high node conditions. DSR 
performed well in the high node conditions but could not handle high traffic conditions as you can see in 
Figure 8. 
  
In general, what we found was that MWSN networks can generally increase the transmission power of a 
robot sensor node to overcome large area. However, MWSN sensor nodes usually have very constrained 
power requirements that need to be considered when increasing the transmission power. The 
transmission power also shows a clear knee point where an increase in power showed no improvement 
in network throughput. The number of nodes did not show a clear relationship between network 
throughput. This may be attributed to a necessary balance between node density and the amount of 
overhead it introduces to the network. 
 
Some challenges for this project included utilizing the ns-3 tool to its full capability. Ns-3 is a very 
powerful tool but takes time to get familiar with the different libraries and tracing mechanisms. Other 
challenges included using Virtual Box to develop the ns-3 simulation in a Linux environment. Running 
over 200 simulations in this project took a significant amount of time. 

 

7.1 Future Work 
 
Possible future work for this project could be done to gain more insight into MWSN networks in an 
industrial warehouse scenario. Changing the type of traffic from UDP to TCP would be interesting to see 
how the network deals with retransmission. Further investigation into table versus demand driven 
protocols. This could include varying the source transmission data rate with time, changing the speed of 
mobile nodes, and changing the number of nodes in the network with time. Other possibilities include 
changing the number of data-generating nodes, measuring the average packet delay in the network, and 
adding a hybrid ad-hoc routing algorithm. 
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